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Autonomous learning — learning how to learn

The world has seen two ‘AI winters’ — dark days for AI, where interest 
and funding dropped. (1974-1980, 1987-1993). In 1986, just before 
the arrival of the second winter, researchers made a breakthrough: the 
‘backpropagation algorithm’. Applied to cases from the early 1990s, this 
enabled machines to learn via representations of things, such as the 
image of a cat. It was a major advance: neural networks learning a bunch 
of features through recognizing patterns. It led to the image and voice 
recognition and language translation that we know today from Siri or Echo. 

And yet. Almost all of today’s AI sub-applications, from deep learning to 
neural networks, use supervised learning. This is a ‘bottom up’ cognitive 
process, learning on the basis only of what is ‘seen’. It takes a lot of data to 
initially train the neural network. Supervised learning is powerful, however. 
It enables AI to recognize specific patterns in complex labelled images that 
may indicate, for instance, a cancerous tumor. However, interpreting those 
images is beyond its scope. 

This is very different from the autonomous way in which a human child 
learns, a process which some people, such as Facebook’s Chief AI Scientist, 
Yann LeCun, label self-supervised learning. You don’t train for a specific 
task, you just observe the world and figure out how it works. 

Reinforcement learning is about learning through trial and error — and it’s 
one facet of AI that enables outstanding performance in gaming, to name 
but one field. However it doesn’t (yet) work in many real-world scenarios. 
We humans, on the other hand, excel in model-based reinforcement 
learning: our internal model of the world allows us to predict outcomes or 
the consequences of our actions. This, by the way, is exactly how science 
progresses. And we can plan ahead, something which requires causal 
modelling or imagining. Computers cannot do that (yet) and despite the 
massive efforts of researchers, are unlikely to be able to, in the short or 
even medium term.  

Moreover, humans learn extremely effectively from a small amount of 
data. Most likely there is an architecture in the human brain that serves all 
the tasks that humans have to deal with, and can skillfully transfer general 
abilities and skills from one path to the other. These transferrable skills and 
ways of learning are something that AI researchers have not been yet been 
able to give artificial agents. Remembering that AI needs a great deal of 
data to learn. 

Humans also communicate through stories which are multilayered and 
highly contextual, something current computers struggle with. When 
it comes to fluently communicating with a computer based on what it 
has read and understood, research hasn’t yet cracked the code to make 
computers think and learn like humans.

All of this means that when it comes to learning, current AI applications 
only have a small slice of capabilities compared to general human 
intelligence. 
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Understanding cause and effect

The second field in which AI will need better techniques is 
in understanding causality. This concerns the relationship 
between cause and effect. As statisticians constantly 
remind their students, ‘correlation doesn’t imply causation.’ 
To cite a famous example: it’s not because ice cream 
sales and homicide rates both rise in hot weather that 
ice cream is responsible for homicides. Causality is one 
key to understanding the limitations of current (narrow) 
AI: today’s neural networks or deep learning machines 
are currently more in the business of finding statistical 
regularities in complex patterns, than organizing these 
in a way that allows them to detect how one thing 
can affect another. To do this, AGI would need to be 
contextualized, situationally aware, nuanced, multifaceted 
and multidimensional. 

So it’s hardly surprising that computers can’t answer ‘why’ 
questions (that would imply not only understanding causal 
networks, but also self-awareness). Today’s AI uses big 
data to operate or conform to the logic of probability and 
proportions. Even self-driving cars will likely only function 
within ‘geofenced’ regions, while autonomous driving in 
busy European cities, that tend not to be organized around 
logical grids, will take quite some time to materialize. 

The UCLA computer scientist and mathematician Judea 
Pearl is perhaps the world’s leading pioneer in AI. He won 
the 2011 Turing  Award for solving its primary challenge 
— programming machines to associate a potential cause 
with a set of observable conditions, using what are called 
‘Bayesian networks.’4 (For example, if a patient returns 
from Africa with a fever and body aches, the most likely 
explanation, or correlation, would be malaria).

For Judea Pearl, this correlation thinking was only the start. He recently introduced the need for causal thinking 
in AI (The Book of Why: the New Science of Cause and Effect). He argues that, unlike AI, the human brain is not 
just wired to solve probability (or correlation) problems, but causal problems. A computer can only tell us how 
likely an event is, given what it observes. So, beyond establishing a correlation between fever and malaria, a 
computer needs to be able to reason that the fever is caused by malaria. Once causal reasoning is installed, Judea 
Pearl foresees a next step: the computer needs to get to grips with ‘why’ questions, if consciousness — and free 
will – are to become a reality. And for this, he argues, we’ll need the algorithmitization of counterfactuals. These 
describe how a relationship would change, given the introduction of some other condition into the equation. 

What do humans do? In performing causal reasoning, we explicitly or implicitly use models: we see patterns, and 
look for a causal explanation. So AGI will need causal models to reflect on its actions, as well as learning from 
mistakes. 

Today’s neural networks or deep 
learning machines are currently more 
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4A Bayesian network can only tell us how likely an event is, based on an observation of another piece of information. It is basically the 
mathematical transformation of information, or conditional probabilities (e.g. given x, what is the chance of y occuring). It only identifies 
associations between variables, not causation..
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Conclusion
We’re therefore left with AI as a purely data-driven or statistical approach to the world — 
very powerful for prediction and perception tasks: pattern and voice recognition, image 
perception and control, such as driverless cars and robotics. Less so, in the knowledge 
space: reading contexts, motivations and causal thinking.

To all of this, we add a final, vital point: the human ability to frame and answer ethical 
questions, to feel empathy and compassion. These abilities still lie beyond the outer rim 
of AI. Yet they will be fundamental to ensuring that it is applied wisely, in a way that is 
ethical, responsible, and sustainable.

Today’s big data analytics and deep learning machines — all part of narrow AI - may lead 
to smarter decisions. But they cannot, at the current time, make wise(r) decisions. This 
remains a unique human ability, one that we need to apply more effectively if we are 
to sustain our physical habitat (our planet) and our socio-economic habitat (our society). 
Humans will never beat a computer in speed and data processing efficiency. But when it 
comes to creativity, intuition and therefore innovation, we are far superior. 

Having the wisdom to apply our innovative power — in collaboration with AI-driven 
machines - doing so in a way that is ethically and environmentally sound - would be an 
incredible step forwards on this fascinating road.

Moral Intelligence (MQ) or Character

Forgiveness

Integrity

PatienceResponsibility

Compassion
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